Abstract

Classic techniques for simulating molecular motion, such as the Monte Carlo and molecular dynamics methods, generate individual motion pathways one at a time and spend most of their time trying to escape from the local minima of the energy landscape of a molecule. Their high computational cost prevents them from being used to analyze many pathways. We introduce Stochastic Roadmap Simulation (SRS), a new approach for exploring the kinetics of molecular motion by simultaneously examining multiple pathways encoded compactly in a graph, called a roadmap. A roadmap is computed by sampling a molecule’s conformation space at random. The computation does not suffer from the local-minima problem encountered with existing methods. Each path in the roadmap represents a potential motion pathway and is associated with a probability indicating the likelihood that the molecule follows this pathway. By viewing the roadmap as a Markov chain, we can efficiently compute kinetic properties of molecular motion over the entire molecular energy landscape. We also prove that, in the limit, SRS converges to the same distribution as Monte Carlo simulation. To test the effectiveness of our approach, we apply it to the computation of the transmission coefficients for protein folding, an important order parameter that measures the “kinetic distance” of a protein’s conformation to its native state. Our computational studies show that SRS obtains more accurate results and achieves several orders-of-magnitude reduction in computation time, compared with Monte Carlo simulation.

1. Introduction

Many interesting properties of molecular motion are best characterized statistically by considering an ensemble of pathways rather than an individual one. For example, the “new view” of protein folding kinetics replaces a single folding pathway with an energy landscape and a folding funnel [BOSW95, DC97, DK99, PGTR98]. Proteins are thought to fold in a multi-dimensional funnel by following a myriad of pathways, all leading to the native structure. To carry out computational studies of molecular motion in this framework, we need efficient algorithms that can quickly explore a large number of pathways. Unfortunately classic simulation techniques,

such as the Monte Carlo [KW86] and molecular dynamics [Hai92] methods, generate individual pathways one at a time and waste a lot of time trying to escape from the local minima of an energy landscape. They are computationally inefficient if applied in a brute-force fashion to deal with many pathways. In this paper, we introduce Stochastic Roadmap Simulation (SRS), a randomized technique for sampling molecular motion and exploring the kinetics of such motion by examining multiple pathways simultaneously.

In SRS, we compactly encode many pathways in a directed graph called a probabilistic conformational roadmap (Figure 1), or just roadmap for short. Each node of the roadmap is a randomly sampled conformation of a molecule. Each (directed) edge between two nodes \( v_i \) and \( v_j \) carries a weight \( P_{ij} \), which is the probability for the molecule to transition from \( v_i \) to \( v_j \). Every path in the roadmap corresponds to a potential motion pathway for the molecule. A roadmap contains many pathways, with associated probabilities indicating the likelihood that the molecule may follow these pathways. In SRS, we construct a roadmap and analyze all the paths in it simultaneously to obtain kinetic information on the motion of molecules over the entire energy landscape.

To analyze a roadmap, we view molecular motion in the roadmap as a random walk on a graph. We avoid explicitly simulating the motion and obtain much of the same information by applying algebraic methods from the Markov chain theory [TK94]. Intuitively this is equivalent to performing many simulation runs simultaneously for a long time. As an example, let us consider the problem of computing the transmission coefficients for a protein in a system dominated by two stable states, a folded one and an unfolded one. The transmission coefficient \( \tau \) for a conformation \( q \) is defined
as the probability of reaching the folded state before the unfolded state, starting from \( q \) [DPG+98]. This coefficient provides a measure of the “kinetic distance” between \( q \) and the folded state. It is possible to compute \( \tau \) in a straightforward way: for every \( q \) of interest, start many of Monte Carlo simulation runs from \( q \) and count the number of times that they enter the folded state before the unfolded one [DPG+98]. However, the simulation is computationally expensive, as a large number of simulation runs are required to obtain a reasonably accurate estimate of \( \tau \). With SRS, we can achieve the same result much more efficiently. This is not a surprise, because every path in a roadmap can be interpreted as a Monte Carlo simulation run. However, Monte Carlo simulation follows only one pathway at a time. It also easily gets stuck in the local minima of the energy landscape, repeatedly sampling many similar conformations without obtaining much new information. Our new approach avoids the problem by sampling directly from the space of all pathways and treating them together using algebraic methods.

SRS is a more coarse-grained simulation technique than the Monte Carlo method. The Monte Carlo method tends to focus on one pathway at a time and has a higher density of samples along that particular pathway. In contrast, SRS spreads the samples over the whole conformation space. Thus it is able to examine many motion pathways at once and extract interesting kinetic properties that are not easily accessible by other methods such as Monte Carlo simulation. In addition, we show that, in the limit, SRS and Monte Carlo simulation converge to the same sampling distribution (Section 4).

SRS is inspired by probabilistic roadmap methods for motion planning [KSLO96]. The main idea of probabilistic roadmap methods is to construct a graph that captures the connectivity of a high-dimensional space via random sampling. Singh, et al. first introduced probabilistic roadmap methods to the study of molecular motion in their work on ligand-protein binding [SLB99]. These methods have since been applied to protein folding as well [ASBL01, SA01]. The earlier work treats a roadmap as a deterministic graph with heuristic edge weights based on the energy difference between molecule conformations. In contrast, we use the probabilistic conformational roadmap as a way to capture the stochastic nature of molecular motion. It enables us to exploit the knowledge from Markov chain theory to process new queries that are biologically relevant and to establish a formal relationship between SRS and Monte Carlo simulation.

The main contributions of this work are the following. SRS provides a new representation of the stochastic motion of molecules. We describe how to construct a roadmap (Section 2) and query a roadmap efficiently by exploiting tools from the Markov chain theory (Section 3). We show formally that SRS converges to the same distribution as the Monte Carlo method (Section 4). Our approach provides an efficient algorithm for computing the transmission coefficients for protein folding (Sections 5 and 6). It also has potential applications in other questions regarding the kinetics of molecular motion (Section 7).

2. Stochastic roadmap simulation

In Stochastic Roadmap Simulation, we first construct a roadmap, as a discrete representation of molecular motion. A roadmap represents a large number of possible Monte Carlo simulation paths simultaneously and enables us to perform key computations efficiently.

2.1 Conformation space

The conformation of a molecule can be specified in various ways. In a lattice model, we specify the lattice positions of constituent atoms. In protein folding, we commonly use the backbone torsional angles (\( \phi \) and \( \psi \)) of a protein. SRS is applicable to all these different representations, provided that the conformation of a molecule can be specified as a finite number of parameters that uniquely determine the 3-D position of every atom in the molecule. Formally, a conformation of \( d \) parameters is specified by a vector \((\theta_1, \theta_2, \ldots, \theta_d)\).

The set of all possible conformations form the conformation space \( \mathcal{C} \). A point in \( \mathcal{C} \) corresponds to a particular assignment to the parameters that specify the conformation of the molecule.

The conformational parameters determine the interaction between atoms of the molecule and between the molecule and the medium, e.g., the van der Waals and electrostatic forces. These interactions give rise to the attractive and repulsive forces that dictate the motion of a molecule. SRS assumes that the interactions are described by an energy function \( E(q) \), which depends only on the conformation \( q \) of the molecule; it does not require \( E \) to have any particular properties or functional forms.

2.2 Roadmap construction

We encode many pathways in \( \mathcal{C} \) with a directed graph \( G \), called a roadmap. Each node of the roadmap \( G \) is a randomly sampled conformation in \( \mathcal{C} \). Each (directed) edge between two nodes \( v_i \) and \( v_j \) carries a weight \( P_{ij} \), which is the probability for the molecule to transition from \( v_i \) to \( v_j \). The probability \( P_{ij} \) is 0 if there is no edge between \( v_i \) and \( v_j \). Otherwise, the value of \( P_{ij} \) depends on the energy difference between \( v_i \) and \( v_j \). We thus adopt a stochastic view of molecular motion: \( P_{ij} \) represents the probability that the molecule will next move to conformation \( v_j \), given that it is currently in \( v_i \).

To construct the roadmap, our algorithm samples \( n \) conformations independently at random from \( \mathcal{C} \). For simplicity, we use the uniform sampling distribution by picking a value uniformly at random for each conformational parameter \( \theta_i \), \( i = 1, 2, \ldots \), from its allowable range. For every node \( v_i \), we find the \( k \) nearest neighbors of \( v_i \), according to a suitable metric such as the RMS or Euclidean distance in \( \mathcal{C} \). Let \( N_i \) denote the set of \( k \) nearest neighbors of \( v_i \). The algorithm then computes the transition probability \( P_{ij} \) between every pair of neighboring nodes \( v_i \) and \( v_j \), where \( v_j \) is in \( N_i \). \( P_{ij} \) is computed based on \( \Delta E_{ij} = E(v_j) - E(v_i) \), the energy difference between the conformations \( v_i \) and \( v_j \). In formula, we have

\[
P_{ij} = \begin{cases} 
\frac{1}{|N_i|} \exp(-\Delta E_{ij}/k_B T), & \text{if } \Delta E_{ij} > 0; \\
\frac{1}{|N_i|}, & \text{otherwise}
\end{cases}
\]

where \( k_B \) is the Boltzmann constant, \( T \) is the temperature, and \( |N_i| \) is the number of neighbors of node \( v_i \), excluding itself. If a node \( v_j \) is not in \( N_i \), then \( v_i \) and \( v_j \) are too far apart for their energy difference to be a good basis for estimating the transition probability, and we set \( P_{ij} = 0 \). Finally we define the self-transition probabilities:

\[
P_{ii} = 1 - \sum_{j \neq i} P_{ij},
\]

which ensures that the transition probabilities from any node sum up to 1.

The transition probabilities thus defined are consistent with the Metropolis criterion used in Monte Carlo simulation. They allow us to establish a connection between SRS and Monte Carlo simulation formally (see Section 4). In comparison, previous work uses roadmaps with heuristic edge weights based on the energy differences [SLB99, ASBL01, SA01]. They do not have the same interpretation of the roadmap as representing the stochastic motion.
of molecules, and thus cannot be formally validated in the same stochastic framework that we use here. Furthermore, with our interpretation, we can exploit the knowledge from Markov chain theory to efficiently process interesting queries (see Section 3).

2.3 Using SRS to study molecular motion

Typically, Monte Carlo simulation generates random paths through $C$ in search of the global minimum of the energy function $E$. Such paths are interesting for understanding the energy landscape and exploring the kinetics of molecular motion, as well as determining the native folds of proteins and the binding sites in ligand-protein docking (see, e.g., [Fer99, KS96]).

A path generated by Monte Carlo simulation corresponds to a sequence of random moves in the conformation space $C$. Such a path in $C$ can also be obtained by following a sequence of edges in our roadmap $G$: at node $v_i$, we decide which node to move to next according to the transition probabilities $P_{ij}$.

With our choice of transition probabilities, there is a strong relationship between paths generated by SRS, i.e., paths in the roadmap, and paths generated by Monte Carlo simulation. The main difference between SRS and Monte Carlo simulation is the space that they operate on. SRS operates on the set of sampled conformations, while Monte Carlo method operates on the underlying continuous conformation space $C$. So SRS can be regarded as a discretely sampled version of Monte Carlo simulation.

In [SKS01], it is argued that Monte Carlo simulation can be applied to the understanding of protein folding kinetics. The relationship between SRS paths and Monte Carlo simulation paths suggests that their analysis is applicable to our approach as well.

However, Monte Carlo simulation focuses on only one pathway at a time and easily gets stuck in the local minima of the energy function, repeatedly sampling many similar conformations without obtaining much new information. SRS constructs a roadmap containing many Monte Carlo simulation paths by sampling directly from the space of all pathways. It processes these paths together using algebraic methods, thus greatly reducing computation time, as we will see in the next sections. The computation does not suffer from the local-minima problem encountered in Monte Carlo simulation.

3. First-step analysis and roadmap query

A roadmap $G$ contains a multitude of information about molecular motion. Given two nodes $v_i$ and $v_j$ in $G$, we can easily compute the most likely pathway from $v_i$ to $v_j$ by searching for a minimum-weight path from $v_i$ to $v_j$ in a graph similar to $G$ but with $-\ln P_{ij}$ as edge weights. This leads to results similar to those in the earlier work [SLB99, ASBL01, SA01], which use a directed graph with heuristic edge weights based on energy differences, because the heuristic edge weights can be interpreted as probabilities. However, an insight resulting from our choice of transition probabilities is that a roadmap implicitly defines a Markov chain that captures the stochastic nature of molecular motion. This allows us to take advantage of powerful tools from the Markov chain theory. We now focus on one such tool, the first-step analysis, which will be used later to study the kinetics of protein folding.

Consider a roadmap $G$ representing the motion of a protein during the folding process. Let $F$ be a set of nodes in $G$ that lie in the folded state. In other words, they are structurally similar to the native fold. The set $F$ is an example of a macrostate, which is defined as a set of roadmap nodes that share a common property. A macrostate is an abstraction that combines a set of nodes into a single entity. Now suppose that we are interested in finding, for every node $v_i$ in $G$, the expected number of transitions that it takes to go from $v_i$ to the folded state, i.e., any node in $F$. Denote this number by $t_i$. The naive approach to compute $t_i$ would be to perform many Monte Carlo simulation runs, starting from $v_i$ and average the number of steps taken by each run to get an estimate of $t_i$. This approach has a high variance in the estimate, due to the stochastic nature of the simulation procedure and thus requires a large number of simulation runs for each node $v_i$ in order to get reasonable results. In contrast, the first-step analysis solves for all $t_i$ simultaneously, without the need for explicit simulation.

The first-step analysis proceeds by conditioning on what happens after the first step. Suppose that we start at some node $v_i \notin F$ and perform one step of transition. First $t_i$ is increased by one. Then, in the next step, we reach either the folded state or another node $v_j \notin F$. In the former case, we simply stop. In the latter case, the expected number of steps from then on is given by $t_j$ by the definition. More formally, we have the following system of self-consistent equations:

$$
t_i = 1 + \sum_{v_j \in F} P_{ij} \cdot 0 + \sum_{v_j \notin F} P_{ij} \cdot t_j, \quad \text{for every } v_i \notin F. \quad (1)
$$

In the second term of (1), $P_{ij}$ is multiplied by zero, because we stop as soon as we reach the folded state. See Figure 2 for an illustration.

The linear system in (1) contains one equation and one unknown for each node $v_i$ not in $F$. A unique solution to (1) is guaranteed to exist, because the roadmap $G$ contains only one strongly-connected component by construction, and so the Markov chain represented by $G$ is ergodic [TK94]. By solving the linear system algebraically, we obtain $t_i$ for all the nodes simultaneously, without any explicit simulation.

Since there are usually many nodes in the roadmap, the linear system is large and is solved with an iterative method. A simple one is the Jacobi iteration [PTVP92]. Let $t_i^{(h)}$ be the value of $t_i$ at $h$th iteration. We set $t_i^{(0)} = 0$ for all $i$ and repeatedly apply

$$
t_i^{(h+1)} = 1 + \sum_{v_j \in F} P_{ij} \cdot 0 + \sum_{v_j \notin F} P_{ij} \cdot t_j^{(h)},
$$

until the iteration converges, i.e., $\|t^{(h+1)} - t^{(h)}\|_{\infty} \leq \varepsilon$ for some small pre-selected constant $\varepsilon$. The convergence rate of the Jacobi method is slow, but a better method, such as Gauss-Seidel or successive overrelaxation (SOR) can be used instead to improve the performance [PTVP92]. In addition, every node in $G$ is, by construction, connected to at most $k$ neighboring nodes, for some pre-selected value of $k$. Usually $k$ is much smaller than the total number of nodes $n$. We can exploit this feature and run a sparse matrix ordering algorithm (see, e.g., [GL89, GMS92]) to produce a linear system that has a banded, sparse structure, which can greatly improve the running time of iterative solvers.
The first-step analysis is actually more general than the simple example suggests here. For instance, we may have multiple macrostates and want to know the probability of reaching one macrostate before the others. We will discuss how to use the first-step analysis to deal with this in Section 5.

4. Formal link between SRS and Monte Carlo simulation

So far, we have presented the roadmap and the first-step analysis as an efficient way to represent molecular motion pathways and extract interesting information from them. Before applying these techniques to relevant biological questions, we would like to formalize the relationship between SRS and Monte Carlo simulation, a classic technique for studying molecular motion. We prove that SRS and Monte Carlo simulation converge to the same distribution. The proof has several implications. First, it validates our intuition that the quality of results from SRS improves as the roadmap size increases. Second, it provides the basis for analyzing the approximation error for any given roadmap size. Finally, it gives us the formal justification for using our probabilistic edge weights $P_{ij}$, rather than the heuristic edge weights in the earlier work using roadmaps.

4.1 Stationary distribution

To establish the proof, we now briefly describe the concept of the stationary distribution of a Markov chain.

Every roadmap $G$ defines a Markov chain, which has an associated limiting distribution $\pi$ as follows: Perform a random walk on $G$, starting at a node in $G$. At each step of the random walk, make a move to the next node according to the transition probabilities $P_{ij}$. If we let the random walk continue infinitely, then under the condition that the roadmap is ergodic, the starting node becomes irrelevant: in the limit, each node $v_i$ is visited with a fixed probability $\pi_i$ according to $\pi$, regardless of the starting node. So $\pi$ describes the limiting behavior of all possible simulated random walks on the roadmap. Since the roadmap $G$ represents the motion of molecules, for each node $v_i$ in $G$, $\pi_i$ gives the fraction of the time that the molecule spends at $v_i$ in the limit.

The limiting distribution $\pi$ can be shown to satisfy the following self-consistent equations [TK94]:

$$\pi_i = \sum_j \pi_j P_{ji}, \quad \text{for all } i. \tag{2}$$

With the additional constraints $\pi_i \geq 0$ for all $i$ and $\sum_i \pi_i = 1$, the solution to (2) is guaranteed to be a well-defined probability distribution. Equation (2) says that, in the limit, the distribution $\pi$ no longer changes from one step of the random walk to the next. For this reason, $\pi$ is called the stationary distribution. Now we are ready to relate the stationary distribution of SRS to the limiting distribution of Monte Carlo simulation.

4.2 Limit behavior of SRS.

Consider a molecule moving through the conformation space $C$ governed by the energy function $E$. In the limit, the probability distribution of conformations visited by the molecule is given by the Boltzmann distribution $\beta$ [Lea96]. Specifically the density $\beta$ at a particular point $v$ of $C$ is

$$\beta(v) = \frac{1}{Z_\beta} \exp(-E(v)/k_B T), \tag{3}$$

where $Z_\beta = \int_C \exp(-E(v)/k_B T)dv$ is a normalization constant, also known as a partition function.

It is well-known that the limiting distribution of Monte Carlo simulation is $\beta$, the Boltzmann distribution [Lea96]. This means that if we allow the Monte Carlo simulation to continue infinitely, the sampled conformations will distribute according to $\beta$. We would like to answer the same question for SRS. What is the limit behavior of SRS?

Note that the conformation space $C$ is continuous. Thus (3) represents a probability density function over $C$. To compute the probability for a set of conformations, we need to integrate the density function $\beta$ over the set. More formally, let $S \subseteq C$ be any subset of the conformation space. In the limit, the probability that a conformation in $S$ is sampled by a Monte Carlo simulation process is

$$\beta(S) = \int_S \beta(v)dv.$$ 

Now consider a roadmap with stationary distribution $\pi$ given by (2). The first question is how to estimate the probability of the set $S$ using the roadmap. The roadmap contains a set of discretely sampled nodes from $C$. So the estimate can be obtained by summing the stationary distribution $\pi$ over all the nodes $v_i$ that lie in the set $S$. Some nodes in the roadmap may have more neighbors than others, and so we normalize the sum by $|N_i|$, the number of neighbors of node $v_i$. In formula, we have

$$\pi(S) = \frac{1}{Z} \sum_{v_i \in S} \pi(v_i)|N_i|,$$

where $Z = \sum_i \pi(v_i)/|N_i|$ is a normalizing constant.

If SRS represents the stochastic motion of molecules with the same limit behavior as Monte Carlo simulation, then the limit distributions of these two methods should converge. In other words, as the roadmap size increases, $\pi(S)$ should approach $\beta(S)$ for any subset $S$ in $C$. This is stated formally in Theorem 1.

**Theorem 1.** Let $S$ be any subset of the conformation space $C$ with relative volume $\mu(S) > 0$. For any $\varepsilon > 0$, $\delta > 0$, and $\gamma > 0$, there exists $N$, such that in a roadmap with $N$ uniformly sampled nodes, the difference between the probability $\beta(S)$ and the estimate $\pi(S)$ from the roadmap is given by

$$(1 - \delta)\beta(S) - \varepsilon \leq \pi(S) \leq (1 + \delta)\beta(S) + \varepsilon, \tag{4}$$

with probability at least $1 - \gamma$.

Furthermore, if $\varepsilon \leq \min \{Z_\beta/2, \mu(S)/Z_\beta\}$ and $\delta \leq Z_\beta/(Z_\beta + 2)$, then the number of roadmap nodes $N$ required is given by

$$N = \max \left\{ \frac{32 \ln(6/\gamma) \| \exp(-E(v)/k_B T) \|_S}{\mu(S)Z_\beta^{5/2}}, \frac{\ln(6/\gamma) \| \exp(-E(v)/k_B T) \|_S (Z_\beta + 2)^4}{4Z_\beta \mu(S)^{3/2} + 1} \right\},$$

where $\|f\|_S = \sup_v f(v) - \inf_v f(v)$.

**Proof.** See Appendix A. \[\square\]

The first part of the above theorem says that, with high probability, the stationary distribution $\pi$ associated with a roadmap can approximate $\beta$, the Boltzmann distribution to any desired level of accuracy characterized by the relative error $\delta$ and the absolute error $\varepsilon$. Since Monte Carlo simulation approaches $\beta$ in the limit, too, it follows from Theorem 1 that both SRS and Monte Carlo simulation converge to the same limit distribution.
process itself: What geometric transformations does the protein go through during the folding? Which conformations are “closer” to the native structure along the folding pathway?

To address this kind of questions, the transmission coefficient has been introduced as an order parameter for protein folding [DPG’98]. It gives an indication on how far away a conformation is from the native structure kinetically. For a folding process dominated by two stable macrostates, a folded state $\mathcal{F}$ and an unfolded $\mathcal{U}$, the transmission coefficient $\tau$ for a given conformation $q$ is the probability of arriving in $\mathcal{F}$ before arriving in $\mathcal{U}$, starting from $q$. If $q$ is in $\mathcal{U}$, then $\tau = 0$. If $q$ is in $\mathcal{F}$, then $\tau = 1$. More importantly, the transmission coefficient measures the “kinetic distance” between a given conformation and the folded state (or the unfolded state): from any conformation $q$ with $\tau > 0.5$, the protein is more likely to fold first than to unfold first, and therefore $q$ is closer to the folded state [DPG’98]. The transmission coefficient is not associated with any particular folding pathway, but depends on many pathways from one state to another. It thus describes the average behavior of a folding process from a given conformation.

Using SRS, we can easily compute transmission coefficients. Let $v_i, i = 1, 2, \ldots$ be the sampled nodes in the roadmap, and $\tau_i$ be the transmission coefficient of $v_i$. After constructing the roadmap, we apply the first-step analysis to establish the following relationship for every node $v_i$ not in $\mathcal{F}$ or $\mathcal{U}$:

$$\tau_i = \sum_{j \in \mathcal{F}} P_{ij} \cdot \tau_j + \sum_{j \in \mathcal{U}} P_{ij} \cdot 0 + \sum_{j \notin \mathcal{F} \cup \mathcal{U}} P_{ij} \cdot \tau_j,$$ (5)

Equation (5) is obtained by conditioning on the first transition. After one step of transition, we have three possibilities. In the first case, we reach a node in $\mathcal{F}$, the folded state. So we have reached $\mathcal{F}$ before $\mathcal{U}$ with probability 1. In the second case, we reach a node in $\mathcal{U}$. So we have reached $\mathcal{U}$ before $\mathcal{F}$, and the probability of reaching $\mathcal{F}$ before $\mathcal{U}$ is 0. Finally, if we reach a node $v_j$ in neither $\mathcal{F}$ nor $\mathcal{U}$, then the probability depends on the value of $\tau_j$. Again, the linear system in (5) can be solved iteratively to obtain the transmission coefficients for all the nodes in the roadmap simultaneously without explicit simulation.

6. Results

We now show the computed results on two examples. The first one is based on a relatively simple synthetic energy landscape, and the second one, on a real protein. We compare the results from SRS with those obtained from Monte Carlo simulation, a standard method for computing transmission coefficients, and demonstrate that SRS reduces the running time by several orders of magnitude and is more accurate. A main reason for us to use the synthetic data is that Monte Carlo simulation would take excessive amount of computation time on a fast workstation if a real protein were used, and so we cannot perform extensive comparison. Our preliminary implementation of SRS solves linear systems (5) with the Jacobi method and does not exploit the sparsity of linear systems. The computational advantage of SRS could be further increased by using a better linear system solver.

The synthetic energy landscape lies in a 2-D conformation space. It is constructed using a linear combination of radially symmetric Gaussians. The centers, the decay rates, and the heights of the Gaussians are chosen at random. There is also a paraboloid centered at the origin. The landscape has two global minima.

In the first test, we used SRS to compute $\tau$ for 101 sampled nodes in the conformation space, with a roadmap of 10102 nodes, and then used Monte Carlo simulation to compute the results for the same
nodes. In the Monte Carlo simulation, we performed 500 independent runs for each node. In each step of the simulation, we propose a new conformation \( q' \) in a neighborhood around the current conformation \( q \) and accept or reject \( q' \) according to the Metropolis criterion. Each simulation run stops as soon as it is within a small neighborhood of a conformation in the folded or the unfolded state. The results computed with the two methods are plotted along the horizontal and vertical axes respectively (Figure 4). The figure shows that all the points lie close to the diagonal line, indicating that the results from the two different methods are in good correspondence.

To examine the accuracy of our computed results, we conducted further tests by varying the number of nodes sampled by SRS and the number of independent Monte Carlo simulation runs for each node. In each test, we summarize the correspondence between the results from the two methods by their (normalized) correlation coefficient, which is defined as

\[
\rho(x, y) = \frac{\langle xy \rangle - \langle x \rangle \langle y \rangle}{\sqrt{\langle x^2 \rangle - \langle x \rangle^2} \sqrt{\langle y^2 \rangle - \langle y \rangle^2}}
\]

for two vectors \( x \) and \( y \), where \( \langle \cdot \rangle \) denotes the operation of taking the expectation. Note that the magnitude of \( \rho \) is always between 0 and 1, with 0 indicating no correlation and 1 indicating perfect correlation. Figure 5 shows the results of these additional tests. The horizontal axis of the graph is the number of nodes in the roadmap, and the vertical axis is the correlation coefficient \( \rho \). The graph contains three curves, each corresponding to a different number of independent Monte Carlo simulation runs per node. The three curves show a generally similar trend. Initially \( \rho \) improves rather quickly as the number of nodes in the roadmap increases. The curves then flatten out after a certain point. It is not immediately clear whether they will reach 1, which would indicate perfect correlation. Since \( \rho \) measures only the relationship between the two methods, and we do not know the ground truth, these general trends do not tell us whether the discrepancy is due to the inaccuracy in SRS or the variance inherent in Monte Carlo simulation. However, we can get a hint by comparing the three curves. For a roadmap of a given size, \( \rho \) generally improves as we increase the number of independent Monte Carlo simulation runs. This seems to indicate that SRS gives the more accurate results: when we increase the number of independent Monte Carlo simulation runs per node, the variance of Monte Carlo simulation decreases, and the results get closer to those obtained from SRS.

We also compared the running time of the two methods. The computation time of SRS consists of two parts: the time to construct the roadmap and the time to solve a linear system of equations. On a real protein, the first part is dominated by the time to evaluate the energy of sampled nodes. The second part depends on the size of the linear system, which, in turn, depends on the number of nodes in the roadmap. The running time of Monte Carlo simulation is dominated by the time to compute the energy of sampled conformations.

In our current implementation, the roadmap construction part of SRS was coded in C++, and the linear system solver, in Matlab. Monte Carlo simulation was implemented entirely in C++. The timing results reported here were obtained on a 1GHz Pentium-III PC with 1GB of memory. In a typical run on the synthetic landscape, SRS took 8 seconds to construct a roadmap of about 10,000 nodes, and 750 seconds to solve the linear system and obtain the transmission coefficients for all the nodes. The running times of Monte Carlo simulation are tabulated in Table 1. It is clear from Table 1 that the running time of Monte Carlo simulation is linear with respect to the number of conformations processed. Although we did not try the Monte Carlo simulation on all 10,000 conformations, it is not difficult to infer that the running time would be around 800,000 seconds.

In addition to the synthetic data, we also tested our algorithm on a real protein, repressor of primer (ROP). ROP is a four-helix bundle. We study one monomer in isolation as in [STD95].

The 3-D structure of ROP is obtained from the Protein Data Bank [B77]. The monomer consists of 56 residues forming two \( \alpha \)-helices connected by a loop. Our implementation specifies the conformation of the monomer with a vector-based representation [SB97, ASBL01]. The protein is represented by two vectors connected by a loop. As in [ASBL01], there are six conformational parameters in total. Our energy function uses the H-P model [STD95] consist-
The correlation of the transmission coefficients of ROP computed by SRS and Monte Carlo simulation.

Figure 6: The correlation of the transmission coefficients of ROP computed by SRS and Monte Carlo simulation.

The total time to generate a roadmap with 5000 nodes and compute the transmission coefficients for all the nodes in the roadmap was about one hour. In comparison, it took an average of three days of computation time on the same machine in order to execute 300 Monte Carlo simulation runs required to estimate the transmission coefficient at just one conformation. To generate the results for Figure 6, the Monte Carlo simulation procedure spent about one hundred days of computation time, as opposed to one hour needed by SRS for all 5000 conformations.

The above results indicate that, to compute the transmission coefficients \( \tau \) for only a few nodes (say 10), we may use Monte Carlo simulation. SRS is not applicable in this case, because the number of nodes is too small to generate accurate results. On the hand, if we want \( \tau \) for many nodes spread over the entire energy landscape, which is the more typical situation, SRS is far more efficient. It computes \( \tau \) for all the nodes simultaneously, thus offering a speedup of several orders of magnitude in running time according to our experiences.

7. Discussion

We have introduced stochastic roadmap simulation as a new framework for studying molecular motion. A roadmap compactly encodes an ensemble of pathways, and the first-step analysis allows us to efficiently extract from the roadmap interesting kinetic properties of molecular motion. A salient feature of SRS is that it examines all the paths in a roadmap together using algebraic methods rather considering them one at a time as classic methods such as Monte Carlo simulation would do. SRS also avoids the local-minima problem encountered with existing methods. It thus gains tremendous computational efficiency for suitable problems.

SRS is closely related to Monte Carlo simulation. Every path in a roadmap can be interpreted as a possible Monte Carlo simulation run. In addition to that, we proved that, in the limit, SRS and Monte Carlo simulation converge to the same distribution.

We have applied SRS to the computation of the transmission coefficients for protein folding in order to test its effectiveness. Transmission coefficients can be obtained from Monte Carlo simulation, but the long computation time required is pointed out as one of the main obstacles to its general utility [DPG98]. We have shown in our computational studies that SRS reduces the running time by several orders of magnitude, compared with Monte Carlo simulation, and obtains more accurate results.

In [DPG98], Du et al. suggest that the transmission coefficient can serve as the best possible measure of kinetic distance for a system. However, overwhelmed by the computational burden of standard simulation methods, they wrote, “To conclude, we stress that we do not suggest using the transmission coefficient as a transition coordinate for practical purposes as it is very computationally intensive.” Our computational studies suggest that SRS makes the computation of the transmission coefficient viable, which would potentially enable its use in practice.

Our preliminary work indicates that SRS is a promising new method for studying molecular motion, but many interesting questions remain to be explored.

We would like to find better ways for constructing roadmaps. Currently we use the uniform distribution to sample the conformation space \( \mathcal{C} \) of a molecule. As the dimension of \( \mathcal{C} \) gets higher, it becomes increasingly more difficult to obtain biologically interesting conformations with uniform sampling. There are two ways to deal with this issue. First, we may use a more efficient representation (e.g., the vector-based representation in Section 6) to reduce the dimension of \( \mathcal{C} \). Second, we may construct better sampling strategies that favor low-energy regions in \( \mathcal{C} \). If the nodes of a roadmap are sampled non-uniformly, we must make appropriate adjustment when assigning transition probabilities so that SRS converges to the same distribution as Monte Carlo simulation does.

The most time-consuming part of the first-step analysis is solving a linear system of equations. The linear system solver in our current implementation is still crude. A better iterative method that exploits the sparse structure of a linear system will certainly further improve the efficiency of SRS.

Even more interesting is the application of SRS to other important questions on molecular motion, such as the order of events in protein folding. Do secondary structure elements (SSE) form first as sub-units before they organize into a tertiary structure? When does a particular SSE appear? We also plan to use SRS for studying the kinetics of ligand-protein binding. Our hypothesis is that there are energy barriers around binding conformations. If a ligand is in a binding conformation, it must overcome the energy barrier in order to escape. The conformation that puts the ligand at the catalytic site has the highest energy barrier, and it takes the longest time to escape from it. The roadmap combined with the first-step analysis offers a natural tool to compute the escape times and thus identify
potential catalytic sites. We believe that SRS will play an important role in studying these and other interesting biological questions.
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Appendix

A. Proof of Theorem 1

In the first set of the proof, we show a closed form solution to the stationary distribution on the roadmap:

Lemma 2. For any set $S$, the stationary distribution on the roadmap can be rewritten as:

$$
\pi(S) = \frac{\sum_{i \in S} \exp(-E(v_i)/k_B T)}{\sum_{j} \exp(-E(v_j)/k_B T)}.
$$

Proof. First, note that a random walk on a graph with our transition probabilities $P_{ij}$ has a stationary distribution:

$$
\pi_i = \pi_0 (v_i) \exp(-E(v_i)/k_B T)/Z_v;
$$

where $Z_v$ is a normalization constant and $\pi_0 (v_i)$ is the stationary distribution for a random walk on a graph with the same connectivity, but with the energy dependent $\exp(-\Delta E_{ij}/k_B T)$ term
removed from the transition probabilities $P_{ij}$ (for a derivation of this statement, see for example [Haj88]). We will denote these new transition probabilities by $P'_{ij}$.

Now note that for the case of our roadmaps, $P'_{ij}$ becomes an uniform distribution over the neighbors:

$$P'_{ij} = \begin{cases} \frac{1}{|N_i|} & \text{if } j \in N_i \\ 0 & \text{otherwise} \end{cases};$$

where $N_i$ is the set of neighbors of node $i$; and $P'_{ii} = 0$. Note that in our roadmaps node $i$ is connected to $j$ ($j \in N_i$) if and only if node $j$ is connected to $i$ ($i \in N_j$). In such graph, the stationary distribution $\pi_C$ is trivially given by:

$$\pi_C(v_j) = \frac{|N_j|}{Z_Q},$$

(7)

where $Z_Q$ is a normalization constant.

Now, returning to our definition of stationary distribution in a set $S$ from Section 4:

$$\pi(S) = \frac{1}{Z} \sum_{i \in S} \pi_i |N_i|,$$

Substituting in Equations (6) and (7):

$$\pi(S) = \frac{1}{Z'} \sum_{i \in S} \exp(-E(v_i)/k_B T).$$

We can compute the normalization constant $Z'$ by the constraint $\pi(C) = 1$, yielding:

$$Z' = \sum_j \exp(-E(v_j)/k_B T).$$

Thus, proving the lemma. \qed

The remainder of our proof will require the application of Hoefdding’s inequality. We present here the simplified version of the inequality needed for the proof:

**Lemma 3.** (Hoeffding’s inequality [Hoe63]). Let $Y$ be a random variable distributed according to $P(Y)$ such that $Y \in [a, b]$. Let $Y_1, \ldots, Y_n$ be independent, identically distributed samples from $P(Y)$ and the empirical mean $\bar{Y} = \frac{1}{n} \sum_i Y_i$; then:

$$P(\bar{Y} - E[Y] \geq \epsilon) \leq e^{-\frac{n\epsilon^2}{2}}, \text{ and}$$

$$P(\bar{Y} - E[Y] \leq -\epsilon) \leq e^{-\frac{n\epsilon^2}{2}}. \tag{8}$$

For simplicity of presentation, assume without loss of generality that the volume of the conformation space is one: $\mu(C) = 1$, where the volume of some set $C$ is denoted by $\mu(C)$, i.e., $\mu(F)$ represents the proportion of the total volume of $\mathcal{C}$ occupied by $\mathcal{F}$.

Theorem 1 holds for any confidence level $\gamma > 0$. In the proof, we will divide this $\gamma$ in three parts: $\gamma_1 > 0$, $\gamma_2 > 0$ and $\gamma_3 > 0$, such that $\gamma_1 + \gamma_2 + \gamma_3 \leq \gamma$ as our proof will require three applications of Hoeffding’s inequality.

Our first lemma will bound the number of points that fall in the set of interest $S$:

**Lemma 4.** For a uniformly sampled roadmap of $N$ points, for any $\epsilon_1 > 0$, let $K$ be the number of roadmap points that fall in the set $S$, then:

$$\mu(S) - \epsilon_1 \leq \frac{K}{N} \leq \mu(S) + \epsilon_1, \tag{9}$$

(11)

with probability at least $1 - \gamma_1$, where $\gamma_1 \geq 2e^{-N\epsilon_1^2}$.

**Proof.** Application of Hoeffding’s inequality, where the random variable $Y$ is the indicator that a point falls in the set $S$. By the law of large numbers, $E[Y] = \mu(S)/\mu(C) = \mu(S)$. The empirical mean $\bar{Y} = K/N$ and $Y$ is an indicator, thus, $Y \in [0, 1]$. The proof is concluded by applying Lemma 3. \qed

We would like to have, with high probability, at least one milestone in the $S$. (This constraint can be relaxed, but the proof becomes more complicated.) Thus, we must choose the number of nodes $N$ such that $K > 0$ with probability at least $1 - \gamma_1$. Using the constraint in Lemma 4, we know that $K \geq \lceil N(\mu(S) - \epsilon_1) \rceil$. Thus:

$$N \geq \frac{1}{\mu(S) - \epsilon_1} \cdot \frac{1}{1 - \gamma_1}. \tag{10}$$

For the remainder of the proof, we can assume, with probability at least $1 - \gamma_1$, that $K > 0$.

For the next step of the proof, we will need a definition: for some set $\mathcal{F} \subset \mathcal{C}$, let’s define the Boltzmann integral in this set as:

$$\alpha(\mathcal{F}) = \int_\mathcal{F} \exp(\epsilon(E(v)/k_B T)) dv.$$

Note that $\alpha(C)$ corresponds to the partition function $Z_\mathcal{C}$. Under this definition, we can write the Boltzmann distribution as:

$$\beta(\mathcal{F}) = \frac{\alpha(\mathcal{F})}{\alpha(C)}.$$

We will denote the range of a function $f$ as $\|f\|_\mathcal{F} = \sup_x f(x) - \inf_x f(x)$. Our next lemma implies that we can estimate the Boltzmann integral with samples:

**Lemma 5.** For any set $\mathcal{F}$, let $Y_1, \ldots, Y_n$ be uniformly sampled points in $\mathcal{F}$, for any $x > 0$, then:

$$\alpha(\mathcal{F}) - \epsilon \cdot \mu(\mathcal{F}) \leq \frac{\mu(\mathcal{F})}{M} \sum_i \exp(-E(Y_i)/k_B T) \leq \alpha(\mathcal{F}) + \epsilon \cdot \mu(\mathcal{F}); \tag{11}$$

with probability at least $1 - \gamma_2$, where

$$\gamma_2 \geq 2 \exp \left( \frac{-K \epsilon_2^2}{\| \exp(-E(v)/k_B T) \|_\mathcal{S}} \right). \tag{12}$$

The second bound concerns the integral over the whole space:

$$\alpha(C) - \epsilon_3 \leq \frac{1}{N} \sum_j \exp(-E(Y_j)/k_B T) \leq \alpha(C) + \epsilon_3; \tag{13}$$

with probability at least $1 - \gamma_3$, where

$$\gamma_3 \geq 2 \exp \left( \frac{-N \epsilon_3^2}{\| \exp(-E(v)/k_B T) \|_\mathcal{S}} \right). \tag{14}$$

In the remainder of this proof, we will assume that equations (9), (11) and (12) hold, i.e., the argument holds with probability at least $1 - (\gamma_1 + \gamma_2 + \gamma_3) \geq 1 - \gamma$.  
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Next, note that from Lemma 2 the stationary distribution on the
time roadmap can be rewritten as:
\[ \pi(S) = \frac{\sum_{i \in S} \exp(-E(Y_i)/k_h T)}{\sum_j \exp(-E(Y_j)/k_h T)}. \]

Applying the bound on Equation (9) we get:
\[ \frac{(\mu(S) - \varepsilon_1)}{K/N} \frac{\sum_{i \in S} \exp(-E(Y_i)/k_h T)}{\sum_j \exp(-E(Y_j)/k_h T)} \leq \pi(S) \leq \frac{(\mu(S) + \varepsilon_1)}{K/N} \frac{\sum_{i \in S} \exp(-E(Y_i)/k_h T)}{\sum_j \exp(-E(Y_j)/k_h T)}; \]

rearranging:
\[ \frac{\mu(S) - \varepsilon_1}{\mu(S)} \frac{\sum_{i \in S} \exp(-E(Y_i)/k_h T)}{1/N \sum_j \exp(-E(Y_j)/k_h T)} \leq \pi(S) \leq \frac{\mu(S) + \varepsilon_1}{\mu(S)} \frac{\sum_{i \in S} \exp(-E(Y_i)/k_h T)}{1/N \sum_j \exp(-E(Y_j)/k_h T)}. \]

We can now apply the bounds in Equations (11) and (12):
\[ \frac{\mu(S) - \varepsilon_1}{\mu(S)} \frac{\alpha(S) - 2\mu(S) + \varepsilon_3}{\alpha(S) - \alpha(C)} \leq \pi(S) \leq \frac{\mu(S) + \varepsilon_1}{\mu(S)} \frac{\alpha(S) + 2\mu(S) - \varepsilon_3}{\alpha(S) - \alpha(C)}. \]

This expression can be rewritten as:
\[ (1 - \delta) \frac{\alpha(S)}{\alpha(C)} - \varepsilon \leq \pi(S) \leq (1 + \delta) \frac{\alpha(S)}{\alpha(C)} + \varepsilon; \]

which finally leads us to the statement of our theorem:
\[ (1 - \delta)\delta(S) - \varepsilon \leq \pi(S) \leq (1 + \delta)\delta(S) + \varepsilon; \]

where \( \varepsilon \) and \( \delta \) impose the following constraints:
\[ \varepsilon \geq \frac{\varepsilon_2(\mu(S) + \varepsilon_1)}{\alpha(C) - \varepsilon_3}; \quad \delta \geq \frac{\varepsilon_1\alpha(C) + \varepsilon_2\mu(S)}{\mu(S)(\alpha(C) - \varepsilon_3)}. \]

In addition to these two constraints, we have the constraints imposed by the confidence levels \( \gamma_1, \gamma_2 \) and \( \gamma_3 \):
\[ N \geq \frac{\ln(2/\gamma_1)}{\varepsilon_1^2}; \quad N \geq \frac{\ln(2/\gamma_2)}{\mu(S) - \varepsilon_2}; \quad N \geq \frac{\ln(2/\gamma_3)}{\varepsilon_3}; \quad \gamma \geq \gamma_1 + \gamma_2 + \gamma_3. \]

Given any \( \varepsilon > 0, \delta > 0 \) and \( \gamma > 0 \), we can use constraints (13) — (18) to obtain the required number of nodes \( N \) in the roadmap to satisfy the theorem.

To obtain a simpler convergence rate, we can simplify these constraints by imposing: \( \varepsilon_1 = \varepsilon_2 = \varepsilon_3 = \varepsilon \) and \( \gamma_1 = \gamma_2 = \gamma_3 = \gamma/3 \).

Let’s first consider the \( \varepsilon \) constraint on Equation (13), which can now be written as:
\[ \varepsilon \geq \frac{\varepsilon(\mu(S) + \varepsilon)}{\alpha(C) - \varepsilon}. \]

Rearranging, we have that:
\[ \hat{\varepsilon} \leq \frac{\varepsilon\alpha(C)}{\mu(S) + \varepsilon}. \]

Finally, recall that \( \mu(S) \leq 1 \), \( \hat{\varepsilon} \leq \varepsilon \) and, for a non-trivial approximation schema, \( \varepsilon \leq 1 \). Thus, we conclude that:
\[ \hat{\varepsilon} \leq \frac{\varepsilon(\alpha(C) - \varepsilon)}{2}. \]

Using a similar manipulation of the \( \delta \) constraint on Equation (14), we can write:
\[ \hat{\delta} \leq \frac{\alpha(C)\mu(S)\delta}{\alpha(C) + \mu(S)(\delta + 1)}. \]

Noting that \( \mu(S) \leq 1 \) and, in a non-trivial approximation schema, \( \delta \leq 1 \), we can simplify the constraint as:
\[ \hat{\delta} \leq \frac{\alpha(C)\mu(S)\delta}{\alpha(C) + 2}. \]

We can now consider the constraints on \( N \) given by Equations (15) — (17). Note that for the case of \( \varepsilon_1 = \varepsilon_2 = \varepsilon_3 \) and \( \gamma_1 = \gamma_2 = \gamma_3 \), only the constraint in Equation (16) will be binding. This constraint can now be written as:
\[ N \geq \frac{\ln(6/\gamma)}{\mu(S) - \varepsilon}\hat{\varepsilon}^2 + 1. \]

Substituting the constraints on \( \hat{\varepsilon} \) given by Equations (19) and (20), we can obtain the value of \( N \):
\[ N = \max \left\{ \frac{8\ln(6/\gamma)}{|\mu(S) - \varepsilon(\alpha(C) - \varepsilon)|}\hat{\varepsilon}^2 + 1, \frac{2\mu(S) - \varepsilon(\alpha(C) - \varepsilon)}{\mu(S)(\alpha(C) - \varepsilon)}\hat{\varepsilon}^2 + 1 \right\}. \]

We can further simplify this equations by making some assumptions on \( \varepsilon \) and \( \delta \). Assuming that:
\[ \varepsilon \leq \frac{\alpha(C)}{2}, \quad \varepsilon \leq \frac{\mu(S)}{\alpha(C)} \quad \delta \leq \frac{\alpha(C)}{\alpha(C) + 2}. \]

Applying these constraints to the denominator of the equation for \( N \) above and simplifying, we obtain a final bound:
\[ N = \max \left\{ \frac{32\ln(6/\gamma)}{\mu(S)^2\hat{\varepsilon}^2}\mu(S)\hat{\varepsilon}^2 + 1, \frac{\ln(6/\gamma)}{\mu(S)^2\hat{\varepsilon}^2}\hat{\varepsilon}^2 + 1 \right\}. \]